ELE
DM
—_— [

Ve N mnovat\ve

me icines

. / initiative

IDEA-FAST

Identifying Digital Endpoints to Assess FAtigue, Sleep and acTivities in
daily living in Neurodegenerative disorders and Immune-mediated

inflammatory diseases.

Grant Agreement No. 853981

WP4 i WP Device Specific
Data Analytics and
Performance Assessment

D4.4: Requirements specification data
analytics software package

Lead contributor

Other contributors

Reviewers

Due date
Delivery date
Deliverable type

Dissemination level

Document History

Version Date

V0.2 18 Nov 2021
V0.3 26 Nov 2021
V1.0 31 Dec 2021

Teemu Ahmaniemi (VTT), Meenakshi Chatterjee (Janssen)

Emmi Antikainen (VTT), Diogo Branco (FC.ID), Luan Chen (IMT),
Francesca Cormack (CCL), Julian Fierrez (UAM), Alejandro Pefa
(UAM), Anita Honka (VTT), Dan Jackson (UNEW), Juha
Kortelainen (VTT), Xujun Ma (IMT), Haneen Njoum (SARD), Rana
Rehman (UNEW), Valentina Ticcinelli (UCB), Clémence Pinaud
(Lixoft), Chengliang Dai (ICL), Nguyen Truong (ICL), Kai Sun (ICL)

Stefan Avey (Janssen, WP7), Jerome Kalifa (LIXOFT, WP7), David
Verweij (UNEW, WP3), David Wenn (IXS, WP1), Kai Sun (ICL,
WP5), loannis Pandis (Janssen, WP1)

30 Nov 2021
31 Dec 2021
R

PU

Description

Draft for internal review (WP3, WP4, WP5, WP7)
Distribution to Steering Committee

Final Version

PARKINSON'S™

f CHANGE ATTITUDES,
e pl d FiNDACURE.

JOINUS,




LE
=,
=

-
>
D
—

Ve N mnovat\ve

me icines

. / initiative

Table of Contents

1
2
3
4

5
6

Y 01 1 = T S
10T [ o (o o PSPPI
Platform and environNmMeENnt (ICL).........cooo oo e vmmmmmmmme e e e e e e e e e e e s emmmmnenr s se e s
Data aCcCeSS ANU GOVEIMANCE.......uuueeieiieeeeeeeimmmmmmmmssssseeeseeee s s smmmmmmmms s s s s e e e s e s mmmmmmmm £ 1414 e e s
4.1  Data Access through DMP Web-based Uls and APIS.............oovvviiiiiicemmmmmmie e
4.2  Access Control and Data GOVEIMEANCE ...........ccoviiiuuiiimmmmmeene e et eeee e s s s s immmmmmemsseeeeeeeeeee e s smmmmmmnnes

42.1
4.2.2

DMP Analytical ENVIrONMENT USEI SPECS ....ccvvuvirrurirnnnnnimmmmmmmmeeeeeeeeeseeessmmsemeesssssssnssssssss smmmmmmmmseses
Device SPECIfiC data @NAIYSIS ........uuuieiiiiiiieeeimmmmmmmeiitie et s ammmmmmm bbb e s emmmmmmm 21 s
6.1 PROs via Stress Monitor APPIICALION..........ccoiiiiiiiiiemmmmeene e e e e e e e e cmmmmmemms e e e e e e e e e e s smmmmmmnnees
(ST = 01T To] [oTeTox=1 1o F=1 = LS

6.2.1
6.2.2
6.2.3
6.2.4

6.3.1
6.3.2
6.3.3
6.3.4
6.3.5

6.4.1
6.4.2
6.4.3

6.5.1
6.5.2
6.5.3

6.6  COgNItIVE tESE ANAIYSIS . .uuiiii i e e e e e e e e e e e mm———————— o

6.6.1
6.6.2
6.6.3
6.6.4

MURIVATAtE ANAIYSIS........ciiiiiiiiiiiiiteemmmmmms s e s e e e e e e e e e s immcmme e e e sesssee e e s vmmmmmmmms s e e e e eaeeeeee s mmmmm—s s s ssessnnes

Authentication and AULNOTISATION ........c.u.iie it emcemme et e e e s mmmmmmme e e e e e e e rmmmmmmme s
Access Control anNd Data PrOVENANCE ... ... et et e e e e e e e e e

Data CharaCleriSTICS .......coiiiiiiiiiit it mmeeee oo mmmmmmmt e e e e e e e e mmmmmmmms e et e e e e e e e e s ammmmn
Reading and pre-processing device-specific data...................o ot cceeeeeeiviiccee v
ANAIYTICAI INTEIESES. ... eiiiiiiieiee e e cmmmmmmens ettt et e e e s emmmmmmmma bbb et e e s emmmmmmms s e s emmmmmmnn
RESOUICE FEOUITEMENES. ... eeiieiiiiee ittt emmeeeme et e remmmmmns e ekt e e st emmmmmenm b e e bae s
6.3 ACHVILY OBLA ....eeveieiiiiiiii e e s immmmmmmne et e et e e emmmmmmms bbbt 4 4ot £ 141
RAW ALA .......ciiieeeiiiiiiietcemmmmmmms s e e e e e e e e e e e e e e eee e eee e e s ommmmmmmms s s e e e e e e e e e e e s s s s s s se s s nnnn
Reading of raw data and filtering ...........ooooei i e e e e eeemeneees
Implementation of the algorithms for feature extraction .................ooovveeeeenn-
SUMMANZING JALA.........cceei i cceeceee s smmmmmmmme e e e e e e e e e e e e s mmmmmeeer s s s annn s s s smmmmmmmns
Other computationally heavy Methods............c..uviiiiiiiiecc e
L S 1 1T =T o I - = SO
Raw Data and Feature EXIraCtion ..............ceeiiiieeissmmmiiiieeeeeee e s emmmmmmms s semmmmmme
D= 1= B [T T a1 Vo P
Data Mapping for Correlation ANAIYSIS ... e
LR TS T T = | - - S
Raw data pre-proCeSSING .......cooiiiiiiiiieeeeeeeeeeeee e e e et e ettt e e et e s mmemmmmmn e e
Data aggregation and feature @XtraCtioN..............oiiiiiuiieeeeemmmreeee e e e e e e e e smmmmmeenss e eeeeees
Correlation ANAIYSIS. ....cooii e et aannr et e

Raw data pre-proCESSING .......ccoiiiiiiiiieeeeeeeeeeeeee e e s e e e e e e e e e et et mmmmmmmms e e es
COVEIrage ANAIYSIS .....coiiiiiieeeeee ettt ettt e e e e e e e e e en
Data aggregation and feature eXtraction...................uuuuimmmmmmmmieieeeeeeeeeses e
COorrelation ANAIYSIS. .....coi e et e e e et eannr e e

7.1  General approach...

IDEA-FAST_D4.4 Requ|rementsSpeC|f|cat|onDataAnaIytlcsSW V1.0.docx

o P ®NND DL

[ [ N TN (A [ T A TN N N N
o b ood®NNNDDDODODGODRNDRL®BONORORNPR B BB

...19.

Page 2/32



IDE
ST

=

)

m
e

8 Requirements summary...
9

(imp)

7.2  RESOUICES MEOUINEMIENTS. . .uiiii i i i i e e e e e e e et ecceeceer e ettt smmmmmmmms e e e eeeeeeeees s mmmmmeens s s s snns s smmmnn

innovative
medicines
initiative

19
.19

Appendix 17 IDEA-FAST Analytlcal Environment: User Guide

IDEA-FAST_D4.4_RequirementsSpecificationDataAnalyticsSW_V1.0.docx Page 3/32



e N mnovat\ve

me icines

. / initiative

“_
—
>I'I'I
J?’

ST

1 Abstract

This document specifies threliminaryrequirements for the data analystware package the
IDEA-FAST project.The package was agreed to runhiaanalytical environment which is a part of
the DataManagemenPlatform (DMP) developed in the projectherefore, the document is written
for: 1) the developers of thenalytical environment to understand #pecific needs of the analysis
process and 2) researchers and analystsrdalise the data characteristics aamhlysis methods
developed in the projesb far

The DMP has beendevelopedio store and managée datacollected throughout the projecthe
analytical environmer(tAE) will allow users to analyse the project datasets without downloading and
keeping a copy of the dataset on their local computers, which further prevents data biéechEs.
provides a welbased Ul for users to access remote computing resources. Users can a&dessahe
web browsersusingtheir email address and passwavdsecurely loginScientific applications such
asJupyter Matlab,TensorboardRStudiowill be available viahe AE while theprimary programming
language is PythorAccess toGithub repositaes which arehostingcode to perform thanalysis is
alsosupported

The main aim of the analysis is to predict fatigue and sleep disturbartewesanalysis methods
presented in this docuantare based on the analysis pipelohescribed in detail in deliveralsi®4.1

and D4.3. They focus atevice specifidata processing methods divided in tG@nhcepts of Interest
(COI): Activity, Physiology, Sleep and Social/CognitivBevices of the Activity, Sleep and
Physiology COI share simar characteristics: they are collecting data continuously with a sampling
rate of25-250Hz The features of intergsitep count, movement magnitude, heart rate and heart rate
variability, arecalculated usingpasic signal processing methasilable in Pythoribraries such as
ScipyandNumpyandthe Matlab Signal processing toolbdW/ith cognitive and social COls, the data
containsresponses to cognitive testsnducted twice a dayn atablet, or mobile phone usage lags
The anount of data in these casesather low andisually compressed to daily aggregates for further
analysis.

Actual prediction of fatigue and sleep disturbances is based on asse@atianultivariate analysis.
Featurd device data is aggregated into time windows and then compared to each other and subjective
fatigue and sleep related ratings (PR@®neral methods to be used are data normalisation, repeated
measures of correlation and regressor investigations. These me#imotde implemented e.g. using
following Python librariespandas, numpy, scipy, pingouin, statsmodahs] sklearn Finally, the

analysis results are typically reported in table or graph fousiag e.gthe matplotliblibrary.

2 Introduction

The role of the WP4 in IDEAAST isto performdevicespecific data analysis. The analysis is divided
into two parts A) data analysis aimintp assess the performance of the deveresappselectedor

the feasibility study (FS)and B analysis of the data obtained fratavices and apps used during the
clinical validation study (CVS). The main goal of the part A was to select the moste@rad accurate
devices fowuse inthe CVS. In part Bthe goal is tadentify and furthewvalidatethe digital measures
of fatigue and sleepbtainedirom the subset of devices in a largehort ofparticipans.

The results of the part weredocumented in deliverable D4.3, submitted in the end of September
2021.Deviceswereorganized byour Conceps of Interest (COI)n the feasibility study: Physiology,
Activity, Sleep and Social/Cognie. Analysiswasconduded for devicegperthe COI. The analysis

task was divided acroseur sub-groups of analysts in WR4éachgroupbeingresponsible for device
analysis fora given COIBi-weekly meetings together with all the groups ensured that the format and
resolution of analysis results were consistent across the groups.

IDEA-FAST_D4.4_RequirementsSpecificationDataAnalyticsSW_V1.0.docx Page 4/32
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In addition to the data analysis, the aim of WP4 is to provide a software package that allows further
development of the analysis methods obtained in the HBEAT project. For the data stge and
access, WP5 has developebataManagemenPlatform (DMP) where all the data of the project is
uploadedand storedThe platform will alsanclude an Analytical Environment (AE) which is intended

to run all the analysis steps developed by theggsohps.This environment facilitates the software
package that ibeing specified in this document.

The primary users of the analysis software package are researchers and data analyst$-iSDEA
project andutureresearchers provided with access to the |IEFAST data vigdhe DMP. Although
results reported in D4.3 provide the foundation of analysidatd fromall digital devices, further
advanced analysaf the data from th&Sis currently inprogressAs such, this deliverable is intended
to providethe user specification of the ABeveraging the current analysis framework and pipeline
already developed in D4.3he scope othis deliverables, thereforeto providethe specificatiors
necessary fouserso implementand runthe current analysis pipelingeveloped in D4.3on theAE.

As newanalysiss conducted@ndmethodologiegaredevelopedthe technical content tfisdocument

is expected to accordingly adapt.

Sections 3, 4 and 5 describe the DMP, data access contidEandts current sta Section 6 focuses
on thedata characteristia# each devicesuitablepre-processing methodasd analytical toolapplied
for the dataSection 7 describes the methods used in the multivariate an8gstsons 6 and @re
based on the analysis conducted with the FSstafar Theyaim to provide insight ito the memory
and processing capacity needs as welkasl of complexity in the analysis pipeline.

When moving towardthe CVS, it is expected that) data characteristics of the selected deswat
remain approximatelthe same as ithe FS, and 2)the quantity of the data will baround10to 15
times as mucper device compared to the Hfased on the current study plahiswill provide more
statistical power to the analytics and most probably improve the predateumacy of fatigue and
sleep.

3 Platform and environment (ICL)

Devicespecific catacollected during the projeutill be stored and managed on the IDEASTDMP.
Thedata analytics software package which contains algositlemidentifyingand analyzinglevice
specific digitalmeasure$rom the data will b&un on theanalytical environment of the DMP

The AE is a secure and usBtendly environment where users can explore and analyse the datasets
hosted on the DMP throtiga web interfacelhe implementation is based on the Open OnDemand

Open OnDemand is an opsaurcehigh performance computingdPC) portal funded byNational
Science Foundation (NSKPpen OnDemandffers an easy way faystemadministratorat ICL to
providewe b access to JiCludngg HPC resource

1 Graphical desktop environments and desktop applications
1 File management
1 Job management

Most ofthe popular scientific applications are available to users via Open OnDemaiodimgcl

1 Jupyter

1 MATLAB

1 Tensorboard
I RStudio
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An overview ofthearchitectureof the Analytical Environmentis shown in Figure 1.
1 Users us¢he AE to interact with their remote computing resources through a web browser

1 The AE management layer servéile management and job management servitealso
proxiesthe scientific applicationsom the computation layer

1 TheAE computation layeprovides computing resourceghich iswheretheanalytical scripts
and scientific applicatiaare beingun.

Users of the DMP will be able to access the analytical environtoemtite and execute their own
custom scripts to perform analysis based on their n@égsanalytical environment will allow users
to analyse the project datasets withoutvdimading and keeping a copy of the dataset on their local
computers, which further prevents data breaches.

CLIENT Management Layer Computation Layer

Zero Install . Yot {
Requires only a . - Scientific applications:
modern web browser * = Jupyter notebook

- Reverse proxy Rstudio

Matlab

<:> Front . : ﬁ
. . end management
Firefox . Compu“ng
. /‘::> . resources
Edge . management "
. .

e

Figure L The architecture of the DMPG6s anal yt

4 Data access and governance

The IDEAFAST DMP and théAE are designed to provide efficient and secure mechanisms to cope
with sophisticated data privacy legislations and requirementdatar management, in particyléo

comply with the GDPR. Authentication and authorisation mechanisms are being designed and
i mpl ement ed t o iegsand mahage aacess nigktHand pdvéegets io tata resolinces.

is described in more detail in D5.2 and summarized below.

4.1 Data Access through DMP Web-based Uls and APIs

The DMP has implementedWeb-basedJser Interfacell) so that endiserscanaccesthe DMP to
transfer data to/from the DMiR a secure manneBesides the Webased Ul, we also providsPls

so that thirdpatty system and applications from other partners (e.g., clinical eCRF and fiatieigt
applications)can interact with the DMP to access the resourSash APIsprovide flexibility and
conveniencdor thedevelopment and integration of differéhird-partysystems and applications that
are being developed in the projethe Web-basedJl page provides tools for users to customize their

IDEA-FAST_D4.4_RequirementsSpecificationDataAnalyticsSW_V1.0.docx Page 6/32
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requestsuch as upload data and download data in different formgtsr@w or standardised formats)
There are also several visualization topteviding basic knowledgegg., summary of the data
obtained. Keyword-based search functions are also provided via the Ul to improve data findability
and reusability. The impheentation of the Ul makes use of Rdaathich is a compone+iiased
JavaScript library for interactive Ul development.

Applicationsthat interact with the DMP usingne of theAPIs canfilter and search the data by
specifying returned fields (e.g., selspecific subjects and fields of interest) and adding fitetke

data (e.g., return subjects whose weights are lower than a value). The data can be returned either in
raw format or standardized by tHeEA-FAST data standarddeveloped by WP5

All data querying and manipulatieelated tasks are performed via Grapl2QGraphQL provides

flexible access to the underlying data through composition, selection and mutation. Rather than using
various path based URIs and HTTP methatluses a single endpoint with a predefined schema that
specifies how to fetch and change data. Compared to other API design architectures such as REST
GraphQL allows clients to make more precise APIs calls to fetch exactly the data they require from
the server, therefore preventing ovand undeffetching.

4.2 Access Control and Data Governance

The DMP allows users to upload data including clinical data, sensor datgea@clifiles hosted on
the DMP using the Web-basedUI or the providedAPIs. Users caralso perform integrated data
modelling and analysis to identify novel digital endpoints viadkeof the DMP.

It is a fundamental premise that no data shall be accessible to any party, internal or external, without
full ethical sanction, and that only gasdonymised data will be shared within tH2EA-FAST
Consortium. With this access control and data governance in hen®MPwill implement security

and privacy mechanisntbatenableusersand application$o access the pseudonymised clinical and
devicedata for data exploration and analyisi& secure manner

Generally,datasets generated in the IDIEAST projectas well asextant datasets provided by
academic and EFPIA partners contain sensitive informationée.gpar t i ci pant 6s cl i
ensuredata security ang@rivacy, as well as taope with sophisticated data privacy legislations and
requirementsthe DMP is designed to provide efficient and secdeta access and management
Advancedauthenticaton and authorisation mechanismgh role-based access control modeke
being designed and i mplemented to verify wuser
data resourcesln addition, for data provenance and accountability, an automatdd @ail
functionality is implemented that tracks all queries/analyses performed against the DMP.

4.2.1 Authentication and Authorisation

Aut hentication i s the pr topenstaccesdtotheedDMP. Daritigs ng a
pr oces s, cretdntals (susheas dsername/user ID and password) are checked and verified by
the DMP.In the current version of the DMBTwo-Factor Authentication (2FA) mechanism has been
implemented tdurthersecure access to project datasets.

Authorisation is therocesf determining whether the authenticated user has accegsatticular
resource on the DMP. During this process, the
and verified by the DMP. Ithe current version of tHeMP, Role-based Access Control (RBAC) has
been implemented to secure access to project datasets.

1 https://reactjs.org/
2 https://graphqgl.org/
IDEA-FAST_D4.4_RequirementsSpecificationDataAnalyticsSW_V1.0.docx Page 7/32



https://reactjs.org/
https://graphql.org/

IER A s

FAST NS / initiative

4.2.2 Access Control and Data Provenance

In the DMP, permission of user to data access control is based on RBAC. A systelsteahmican
assign systerevel roles taisers, and a system admin/data manager can assign relsoeiceles to
users to manage access of acsfic datasetTable 1summarises different user roles and their rights
in the DMP.

Table 1.Different user roles in the DMP.
Role Rights

System-level User Roles |
System Admin | Log in to the DMP, view the list of users, view and modify account
information, deactivate/reactivate a user, delete a user account, create and
delete a dataset, access datasets on the DMP, access user activity log
System User | Log in to the DMP, access datasets based on permission
Resource-level User Roles |
Data Manager | View the dataset, assign resource-level roles to users, manage access
control for the dataset, upload data to the dataset, download data from the
dataset, delete data in the dataset, run analysis on the dataset in the DMP
analytical environment
Data Uploader | View the dataset, upload data to the dataset, run analysis on the dataset in
the DMP analytical environment
Data Downloader | View the dataset, download data from the dataset, run analysis on the
dataset in the DMP analytical environment
Data Viewer | View the dataset, run analysis on the dataset in the DMP analytical
environment

We have also implemented a logging mechanism so that all usatiexton the DMP are tracked and
recorded in an activity log. Malicious activities (e.g., suspicious logon and logoff attempts) can be
identified which can reduce security risks and prevent data breaches. An activity log record contains
information includng the username, operation type, time and the request status. Note that the user
activity log is only visible to the system admins.

5 DMP Analytical Environment user specs

The DMP AE providesa webbased Ulfor users to access remote computiagourceslsers can
access the analytical environmerd web browsersith their email address and password.

TheAE provides an interactive file explorer. Users can view, agdlgad and downloafiles or scripts
in the analytical environmenTheAE also provides an interactive jobs submission system. Users can
submit their custom scripts to remote computing resources and get computing results back.

Python and R packages are-prstalled in the analytical environment. The packages encapsulate the
dataAPIs ofthe DMP. Users can access the DM&avia thesepackages.

Scientific applications aralso preinstalled in theAE. Theseapplicationscan be launched by users
and trey will berunningin remote computing servetdsers can interact with the applications thia
web browserCurrently, the AEsupports Matlab, RStudio and Jupyter notebook.

For more informationseethe user guide of the aéical information in Appendix 1

IDEA-FAST_D4.4_RequirementsSpecificationDataAnalyticsSW_V1.0.docx Page 8/32
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6 Device specific data analysis

Thedata aalytics will follow the general analytics pipelinkepicted inFigure2. The pipeline can be
executed foindividual subjectr used to summarize resu(sarting from the quality assessment
block) over several subjects selected, dg.cohort. The correlationanalysis can consume data from
other sources, such as other devices or the patient reported outcomes [PR@s)ytics pipeline
will be executechutomatically to a certain extelmtit, importantly execution with custom parameters
will alsobe enabled.

“_
—
:b'l-n
J?’

Specifically, the analytics pipeline requires acces¢lipall data collected by differetechnologies

(2) themedical background informatioof the participantsand (3) patient reported outcomdse
datafrom all technologieshould be linked to the correct study, participant, and device identifier, so
that the data can be adequately filtered, as descritstion 4, e.g., for cohort analysis. Participant

| Ds are moreover wused to fetch the participal
Furthermore, when developing the pipeline, the data was consumed in the aforementidrieeniD
hierarchich order (study ID being the top level). Therefore, the pipeline input and output routines
expect a similar hierarchical storage structure. The operatiilihe pipelinedepends on the input and
output utilities; however, it is possible to adapt them to work in the DMP analytical environment. In
addition to the data input, the pipeline also consumes parameter input for the analytics. Importantly,
the input parameters netabe adjustable in order to enable different types of analifeesnstance,
subjectlevel analysis could be different from Cd@lvel analysis.

PROs or features
from another -
device

Association with PROs or fedtures
from other devices

Cleaning Coverage Sy Correlation lE

aggregation Correlation

report
A / \. Outlier ool | Coverage A ‘)
GD\ /——\ report report GD\

Clean data Aggregations

Data
validation

Device
data

Figure 2. A schematic representation of theadytics pipelinestructure consisting of threanalytical blaks.
The most important intermediateitputs (clean data and aggregatioasg presenteavith file iconsin the
lower partof the figure, and theutput reports arg@resented with laptop icons

The different steps in the analytics pipeline have somafgpemuirements. After gaining access to

the desired (subset of) input data, deaxgpecific requirements on the data files need to be considered.
For instance, the pipeline does not support nested zip files that, e.g., the VIT Stress Monitor
Application provides. Inconsistent filenames and typographical errors can impose fatal problems as
well, and more strict data upload requirements may comeeginestion when automatic solutions
cannot be implemented. Data fmecessing, including validation and ahgag, in general comprise
many deviceand COlspecific analyticparameters thatre further discussdztlow.

For coverage, feature aggregations, and association analysis, one of the most important genera
requirements is the adjustable analytics windblae window may be defined via entirely customized
window boundaries, or via a predefined length and a single timestamp per window, defining either the
start, end, or centre point. Typically, such information is read from a file (e.g. the PRO timestamps).

IDEA-FAST_D4.4_RequirementsSpecificationDataAnalyticsSW_V1.0.docx Page 9/32
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Different COknaturally require different aggregation functions that are applied on the windowed data.
Bringing the analysis to the final steps, the feature aggregations and the corresponding coverage value
need to be accessed together because a covbraghold is typically used to filter the aggregates
before association analysis

Finally, the analysis results from a selected ¥s#t of participants and devices are summarized. The
summary can for instance represent coverage, quality, or association results within the selected group
constructed from the quality results or features obtaiaedhdividual participants. The association
analysis typically studies similarities between two devices (dd¢uidevice agreement) or between a
device and PRO#n example of result visualisation is presented in Figure 3.

AX6 SVM - Mean daily coverage (%)

.

40 4

20 4

0 4 o

HD Healthy 1IBD PD PSS RA  SLE

Repeated Measure Correlation: r values

0.100
DST movement latency | LI -0.041 -0.119 0.075
-0.023 0.050
0.0 0.025
D5T 027
5T score 0.000

DST response latency 5 LU ES =0 0.051

residual_DST movamaent latency

=0.025
- =0.050

-0.049 -0.101

Features

residual_DST response latency —

residual DST score- - =0.100

Figure 3: Exampleof resut visualisation (Top) coverage othe AX6 activity monitorby disease cohort
(colours) (Bottom)correlation (Rvaluesin colour-scale significance indicated with red borddyetween
device data (DST results) and PRO (SMA features)
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Naturally, the analytics pipeline may evolve throughout the project, with new code introduced to the
pipeline. The pipeline versioning is handled using GitHA®such, dferent pipeline versions need
to be importable into the DMP AE.

6.1 PROs via Stress Monitor Application

The questionnaire results collected via the VTT Stress Monitor Application (SMA) are embedded in
the same data files as the phone usage data collected passively. Because the questionnaires a
prompted at predefined times, the coverage and validationgsronay differ slightly from those
technologies witlirequently sampled data. However, the low questionnaire recurrence produces rather
sparse data, which does not impose strict specifications on the analytics environment, even though the
guestionnaires neéeto be parsed from sessiructured JSONL format to tabular format. The
guestionnaire response extraction only requires the nesteGxgsdata saving format on the DMP)

to be extracted, which can be executed programmatically given the generally dpzifisven
hierarchical data structurdhe nested storage format may be resolved by separating the audio
guestionnaire content into separate files in the DMfch should yield two unested zip files.

6.2 Physiological data

For the physiologicaCOl, datais collected with wearables usealind the clock. In the$; the CO}
specific devices were VitalPatch and Byteflies (the Ef®®. Both devices are worn on thigorax.

6.2.1 Data characteristics

The sampling frequencies of physiological data recorded in tharé&3sted inTable2. The raw
electrocardiograms (ECG) represent the densest physiological data. In addition to the frequently
sampled data, VitalPatch also record$ofR intervals and Byteflies derivespak occurrences in

time. Naturally, the infrequ interval data may occasionally be processed differently as compared to
other data, for instance when computing data coverage.

Table2. Physiological data sampling frequencies.

Device } Sampling frequency (Hz)

ECG Heart rate Respiratory rate  Skin temperature
VitalPatch ‘ 125 0.25 0.25 0.25
Byteflies 250 0.1 1/60 -

6.2.2 Reading and pre-processing device-specific data

The two devices for physiological measurements require depieeific preprocessing, which may
howeverbe possible to execute automatically as the data arrives. For VitalPatch, theéeE@<al
features and skin temperature are scatteceassnultiple files and need to be parsed together for each
participant. The data columns need to be named retrosglgciindUnix timestamps interpreted as
datetime. For Byteflies, the data is not only scattered into multiple files per participant, but also in
different files by data type. The data is first processed by WP3. Thereafter, fetching the correct data
requires scanning through the metadatkbcate the desired filebmportantly, the measurement start

time needs to be read from the metadata and added to the duration in the data files to yield the correc
datetime. Once the data are collected togethes,convenient to name the columns consistently to
what is expected by the analytics pipeline modules by default. Finally, the ByteflieskRlata should

be processed into-B®-R intervals.
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As for the raw ECG data, advanced analysis from either dmagerequiree.g, detection of specific

parts of the ECG signal, for instance the QRS complex. For QRS detection, computational complexity
is at least linear but can be notably higher for more elaborate algorithmswawgletbased
detection).

Physiolgical data cleaning accounts for Rphysiological values (range outliers) and contextual
outliers. The latter are localized using a sliding window of predefined length. In addition, each device
may require specific cleaning steps. For instance, VitalR#dtd needs to be inspected for invalid
values (one predefined value for each raw signal or derived feature), whereas Byteflies incorporates
metadata with a quality label for the full recording as well as labels for individpabRs that need

be considexd upon cleaning. Furthermore, if the raw data quality was insufficient, the derived features
may exceed the expected sampling frequency. Hence, such sequences should also be cleaned from tl
data.

6.2.3 Analytical interests

The length of analytical windows fahysiological data are usually driven by heart rate variability
(HRV) analysis. One of the most typical ways
(several hours), but some applications may use much smaller windows (such as 10 minuteg), althoug
it affects the interpretation of the results. And because physiological parameters strongly interplay with
physical activity, the activity analysis can also complement the physiological analysis, indicating some
specific windows of interest (e,gecovey after exercise). On the other hand, it may be interesting to
inspect also much larger windows, edgily or weekly resting heart rates. Naturally, aggregations
over longer windows produce less data, reducing the need for computational resources.

6.2.4 Resource requirements

The most resource consuming part in processing physiological data presumably arises when processin
the raw ECG data. For instance, for VitalPatch, individual &iastin the order of tens of megabytes,

and each participant produced dueds of such files already in th&.FCombining the high volume of

data with ptentiallyhighly complex algorithms can explode the processing time. This miagibed

by performing the processing in parallel for individual files, before combining thiksrésareate one
resulting file for each participant. For E@{&rived features, data cleaning is one of the most
demanding steps, namely filtering outliers with sliding windows. For small analysis windows,
extracting the HRV parameters using the -anmalysis package https://github.com/Aura
healthcare/hranalysi3 may also become demanding.

For advanced analysis, implementing machine learning and neural netfworatacleaning or
analysiswill likely require multiple CPUgunning in paralleland, most importantlyGPU or TPU
resourcesvith large memoryat least 11 GB for e.g. Transformer networks)

6.3 Activity data

Within the Activity COI, we had four devices ithe FS attachedto various body locatio® For
example,MoveMonitor (MM) was attached on the lower back, Axivity (AX6) was attadbethe
wrist, while the Byteflies (BF) and VitalPatch (VP) were attachedo the ankle and chest
respectively. Each devides either buitin accelerometer (Acc) or gyroscofi&f) modules.g. MM,
AX6, and BTF have botAcc and Gyr while the VTP has only accelerometer.
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6.3.1 Raw data

The nore modules each device hdee more spadstorage capacity we will need. In addition, the raw
data file format also plays an important role &4 and AX6 have raw file format in .OMX and
.CWA respectively which takes less tha@B of storagdor onetime assessment (around.@days),
while theBTF and VTP store the data in the .CSV formats which can take more thambs@Bage
for each individual subjecEurthermore, each devi@ansendthe data at different frequency rate
configured by the assessor during the clinical assessifiemtapproximate sampling frequency of
each device is given in TabBe

Table3. Physiological data sampling frequencies.

Device Sampling frequency (Hz)
Accelerometer(Acc.)  Gyroscope (Gyr)

MoveMonitor (MM) | 100 100

Axivity (AX6) 100 100

ByteFlies (BTF) 25 25

VitalPatch (VTP) Dynamic

6.3.2 Reading of raw data and filtering

Reading theawdatacan becomputationally heavy ake code will read the-I0 days of data recorded
at a certain frequency for saving imto .CSV or MAT file or perform certain operatisron it by
loading a chunk of it. For efficient processing of the MM and AX6 da,code provided by the
A Op e n mMda (ht@s://github.com/digitalinteraction/openmovemerthor) can be beneficial.

On the other hand, raw data from these dewloes not always comat the same frequency. 8Sata
interpolation(up sampling or down samplingan be computationglheavy tomatch the data rate for
every second. After proper sphiimg of the data, data filtering to remove the unwanted nigise
generally a less computationally heavy step, pytitmary iSciPy0 ¢ a n  h eblilpin fiSignale o r
Processingtoolbox in Matlab can also be utilized.

6.3.3 Implementation of the algorithms for feature extraction

Customalgorithms developed in Matlab and Python will be utilizEde folder structure and file
naming convention will remaithesame even if a differesbftware/platform will be utilized. Features
from the raw accelerometery data will be extracted day by day so running multiple blocks of code for
activity classificaton first such as gait/turniniglentification and laterextracting detailed clinically
relevant featurefor analysis. For this purpose the published algorithm will be utilized e.g. GaitPy
(https://joss.theoj.org/papers/10.21105/j0ss.0),778 OpenMovement
(https://github.com/digitalinteraction/openmovemewithor), and Accelerometefrom UK BioBank
(https://biobankaccanalysis.readthedocs.io/en/latest/methods.html/
https://github.condctivityMonitoring/biobankAccelerometerAnalyyisFurthemore, these activity
devices canalsobe used for the sleep/time on bed estimations asuthjectsvearthese devices fa
complete 24 hours. Therefoithe accelation signal can be used for thparpose. An opesource
package in R named as GGIRtps://cran4project.org/web/packages/GGIR/vignettes/GGIR. hisl
frequently used itheliterature for sedentary teity behaviour (severe, moderate, vigorous) and for
objective sleep quantification fromwearable inertial sensor daReading files by this package and
storing them first time can be computationally heavy as itvaéld torun throughall the foldersto
search for the proper file extension and then extract it.
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6.3.4 Summarizing data

Until now in theFS, we have not used tloreistomalgorithms for the feature engineeringsteagdwe
relied on the featusprovided by thelevicemanufacturer directiyWe presume thahe data summary
will remain the samé both cases: MWe usethe feature provided by the device manufactyrer 2)
we use the featurextracted with the custom algorithms on the analysis platfbinencomputatioriby
heary stepsarebriefly highlightedin the belowproces, which we have used for tR&data analysis.

a. Data Validation/cleaning

The features summarized as epoch by epoch (1 minute length) are used in this process. If the feature
provided by thedevice manufacturer do not have regutaervals then rarranging the data can be
computationally heavy. As we had this case oohtlie MM devicetherest of the devices provided

the features at proper intervaocessing of the BTF data to havedbavity featuredrom the ankles

also increasethe workload due to finding the proper labels from tB®Nfiles. Forthe VTP device

further data cleaning to remove outliers or to mefaia from different dayare not computationally

heavy.

b. Datadaily coverage and quality

The function used for theaily coverage and quality assessment are efficient and not computationally
heavy. One thing to keep in mind here is to adjust the percentage ofjgaligt data for keeping a
specific day for analysis. laddition, thenumber ofdays used for the coverage in tharent analysis
was10. Perhapsn future wemay need keep this number dynamather than fixedHowever, these
points will not affect the computational time.

c. Matching with PROs T Window size

Within the FSanalysis, we havebservedhatwindow size can have impact on the association between
the PROs and the featgrprovided by the device manufactureiTherefore,keeping this number
dynamic in the code is importar{s the code will be runningn the already processed data, this step
will not be computationally heavy.

For this step, PRO data should be in the separate folder already extracte@ BMffiee.
d. Saving data

At every step mentioned above, the output will be writtea IGSV file within the subject/device
folder or within the subject folddsut outside of the device foldetepending on the type of output.
The final data summary will be saved withire studyfolder along with the plots of coverage and data
quality.

6.3.5 Other computationally heavy methods

Activity classification methodsusing machine learning (deep learning) methods can be
computationally heavy. For example, training a deep neural networkas@XN or LSTM on the

raw time series datavill require computationalpower supported by the GPU/TPUhe other
computationally intensive tasks can be to extract sigaséd features directly from the timeseries
data tofind new markers for better predicatioarrelation with PROsTherefore, appropriate
mechanism within the analytics tool is required to allocate appropriate resauto@saticallyor
assign some labets request resourcegile submitting the job to the platform.
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6.4 Sleep Data

Forthesleep COI, three main devices have beamsideed for measuremesin the FS Specifically,
eBedSensors a forcesensitive piezelectric film that is placed under the mattress during sleep.
ZKONE is a wireless sensing radar device which uses an-Wide Band (UWB) signal tdetect
human vital signsTheD Dreemheadband is worn kthe subject during sleepndrecords physiological
data in real time. All three devices are able to probdsic sleep indicators and the corresponding
measured data can bdlectedthrough eithea physical portal or dedicated cloud platfam

6.4.1 Raw Data and Feature Extraction

For the three sleep sensorspre dataprocessingalgorithms are ether built into their hardware or
deployed in a remote server. After evaluatihg nocturnal recordings frorparticipants, basic
physiological measures (e.g., average heart rate, average respiration rate) ametbsémbpssessment
resut s (e.g., sleep duration, hyplONr am| eandfstr
and Dreen) a8V o0 f i | eBedSefsbritris worth noting thatthe raw data format of
eBedSensor isepresented bgHRVO  §, wHickecan befed to an internal pipeline to generdte
above ag@SVe gfdar farher analysis.

In order to extractelevant features fromaw data while takingdata format unification into account,

the JSONfiles from ZKONE and Dreem devisare firstprocessed by extracting and aligning features
from all given participants. The intermedia@SYV files could be saved for each device category. In
detail, some identifiable information are marked in the file name. For instar€8\Vdile from the

Dreem devi ce coul d a p DR MHHSENL021ME/3021050% &ggregation_

12. csvo, where AE3C7X5F0 is the participant |
starting and ending dates for the datdaysrf@cor c
data collection. Ths, all saved files would be treated as input to conduct the following coverage
statisticsas well as correlatioanalysis.

6.4.2 Data Cleaning

After feature extractiordata cleaning is deployed to filter out abnorn@dturnakrecordinggor every
participant Note that duplicated recordings belonging to the same night should not be counted. So, in
our pipeline, duplicated recordings are discarded by keeping only one recording with longest sleep
duration per night.

After that, b define outliers for each devic@2-hoursleep durations utilized as anormalthreshold
to pick out toeshort sleepepisods. Specifically, for ZKONE and Deem the parameter
Gsleepduratiod is utilized, while the parameter(SLEEP RECS is utilized for eBedSensorThe
information of & outliers will be stored inthe subs h e @utlier(skeepd with participant I and
testing date listed in detail.

Fromthe patientdatabas@rovided by UCAM intended device testing periods are uttize calculate
thenightly coveragédor the participanandcohortinformationis utilized to split coverage results into
different subsheetf the same summary Exdde for each device.

6.4.3 Data Mapping for Correlation Analysis

For the purpose dftudying associations with PRQ@r features from other devices, we adoptaed a
aggregatre mappingstrategy which selects the most desirabktudres fronthe threesleep senser

To map with PR®for each participantthe time basi$ al | s on t he PRIO@ap t es
within thesleep COI categoryye stickto the shared testing duratitor all devicesAfter the mapping

for all participants, an additional groupirgjep is implemented basedn the UCAM cohort
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information.Finally, as for thefeatureunit unificationissue wealsostandardize all the time usinto
seconds andonvert all percentage parameters into the interval of O to 1.

a. Mapping with PRO

In practice, there exist lots of manual input errorgtiePROapplication e.g.'To_bed_Time', which
might result in usually a 2Bour time shift. Additional time calibration or compensation is needed in
such caselsefore the mapping procedure with PRUOss subfunction has beebuilt into thepipeline.
Likewise, the aggregatetkvicefeaturesalongwith PRO counterparivould be saved a€SV files

for the futurecorrelation analysis.

b. Mapping across Devices

As mentioned aboveye combine althree sleep sensor features according to their shared recording
durationfor the study of crosdevice agreemengimilarly, they are also saved as intermedi@®V
format The selected features are identtoghose for the PRO mapping.

6.5 Social data

Socil data for theFeasbility Study were collected, together with the patient reported outcomes
(PROs), using the VTT Stress Monitor App. To date, there are 147 data files available in the IDEA
FAST DMP containing SMA data, whiatomprisearound 1.2 GB of da volume. As we mentioned
before, these files are also processed within the other COI pipelines to extract questionnaire answers
Raw social data are stored in JSONL files, which contain mobile data records including a timestamp,
adatatype (e. g. PHONESCREEN in the case of screen on/off related record$dtavalue and a
geolocation code. As these instances are recorded when changes occur in the mobile phone (i.e. th
patient turis on/off the screen, the phone battery changes, the patengletesa quest i onna
social datalonothavea fixed sampling frequency. Thus, the analysis conducted on social data mainly
consist of selecting records based on the instance type to compute features within fixed timeslots.

6.5.1 Raw data pre-processing

Following the general analytic pipeline of Figure 1, raw social data should Equessed before
conducting any coverage/feature extraction process. Thprpecessing steps include missing data
removal (i.e. files with no data recorded or without goesiaire answer$, validating the timestamp

of the records, removing files with few data recorded, or merging the data of patients with multiple
files. These steps can be conducted using common data science Python librafesdiasand
NumPy

6.5.2 Data aggregation and feature extraction

During the FS, social data were aggregated in timeslots bdbads(daily windowg. The analysis
conducted by WP4 revealed that there is no significant difference in the results when using time
windows of both longer (2lay) and shorter (our) duration. Unlike other COI data, social data
usually presents large periods between samples of interest (i.e. those related to screen activations an
foreground apps). This fact led us to discard stwré aggregation windows to xianize the utility

of the information in each window. For example, choosing a short time window would reduce the
number of screen activations within each timeslot, thus limiting the variability in the features extracted.

3 A list of IDs with empty SMA files or with no questionnaire answers can be foereHowever, there are
codeimplemented in the IDEAAST GitHub to detect and remove these files as a preprocessing step of the
SMA data.
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On the other hand, using lotigne windows reduces the number of data points to compute the
correlation with the PROs.

Attending to the feature extraction steps, we propose to compute several screentime statistics (e.g. tota
screentime, number of screen events or median time per scte@ti@t), and the frequency of each

app category within timeslots. Again, due to the datafriikeenature of social data, feature extraction

can be easily done using bd®andasandNumPylibraries. When extracting screentime featurteis,
important toremove unmatchedPHONE_SCREENrecords that is, screen instances without its
corresponding pair. For example, if the first screen instance in a record is a SCREEN_OFF naotification,
or the last one is a SCREEN_ON, gannotextract any screentime from those notifications. The same
applies when we encounter two consecutive PHONE_SCREEN instances with the same value.
Another case to consider are extremely long screen activations, which are normally due to application
breaks ad gaps in the data.

During feature extraction, we also recommend computing the mean and the standard deviation of eact
feature to remove outliers before associating the features with the PROs.

6.5.3 Correlation Analysis

Before starting the correlation analysiss important to extract questionnaire answers and store them

in a separateCSV fileeWe note here that OActisdesignedasaf@l ( C
optional answequestion which usually has no response across subjdetsce, we recommerid not

consider it during the analysiSonductingthe repeated measures correlaticamalysisis probably the
computationally heavier step in the social pipelWM#nile this analysispresents no problesrwhen
computing the association between screentiea¢ufres and the PRQdye to the distribution of the

app categorieacross subjectthe correlation analysis between foreground apps features and tise PRO
was restricted to only 2 categories during the H® correlation analysisan beconductedusing

Python libraries likd?ingouin As there is only one device recording social data, wenatiggerform

any mapping across devices within the social COI.

Due to the lightness of social data, it takes around 10 to 15 minutes to obtain ktiretegion and
the data coverage results from running the social pipeline on the raw records from all the patients.

6.6 Cognitive test analysis

Cognitivedata for the Feasibility Study were collected using the ThinkFast App (TFA). The-IDEA
FAST DMP contained 66 files when the analysis for D4.3 was performed, amounting to ~8MB of
compressed data volume. The compressed containers were named following the format PatientCode
DeviceCodeYYYYMMDD -YYYYMMDD. Often, more than one container is generated for each
subject. The raw data are stored in JSON files, which contain data records including timestamps for
start and end time of each session, and a list of items describing each datapoint through fields like

measureCode", measureDescription" and AResu

Remindes to take the test were presented to the subjects twice per day, in the morning and in the
afternoon, with the goal to acquire measures twice per day. Three types of tests were presented: PV
(for 1 week), DSST (for 1 week), and NBX (for 2 weeks).

6.6.1 Raw data pre-processing

From the numerous measures obtained with the TFA test8, rtfust relevant were identified with
regards to the fatigu@Ol, and considered as base features. Due to the discreet nature of the TFA data
and the relative small size of the files, it was convenient to merge all the entries in one unique file
before proceeding with coverage and correlation analysis.
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The librarieszipfile, tkinter, pandas pathlib, os jsonanddatetimewere used for the scope.

6.6.2 Coverage analysis

Coverage calculations were computed at TFA level (measuring compliance of the participants) on
three different levels: per test type, peseadise group, and in total. 100% coverage corresponded to
having provided the expected number of answers (i.e. 2 per day, for 5 days per week, per test). It has
to be noted that even this was an arbitrary choice, as the reality of the data morphologyrevas mo
complex (people took the tests for longer periods than expected, or for more than 5 days per week).

The Python packages required to run the cod&anmePy scipyandmatplotlib.

6.6.3 Data aggregation and feature extraction

In order to account for possiblearning curves in the performance of the tests, for each & the
selected features, -cduhee ecoduas pomediangr @l evarsnicm@a
if the linear interpolation of the datapoint in time (for each participant and for feature) had a
positive angle, the residuals were computed from this line. On the other hand, if the data in time showed
no improvement (i.e. negative or null slope), just the average was removed to calculate the residuals.

With the goal of correlatin@ROs and TFA features, the data were then aggregateehiou2g slots.
Because of the scarce alignment between TFA and SMApdatés, the choice of shorter time
windows was ruled out because it reduced the chance of both SMA and TFA data being included
the same slot (i.e. causing data loss). Moreover, shorter slots did not qualitatively change the final
correlation results. For each participant, one file for the SMA and one for the TFA included the list of
daily average of their scores.

The Python pdages required to perform these steps wmaadas pickle NumPy scipy and
matplotlib,

6.6.4 Correlation Analysis

Repeated measuresrmelation analysis was conducted on the aggregated PRO andat&Adlerived
as described isection6.6.3, aboveRepeated measures analysis was condudeny thePingouin
package in python. With thelatively compact datasets involveithe process is not computationally
intensive and correlations could be obtained acrossatlitiveoutcome measuresd PRO meases

in approximately 10 minutesConsistent with the constraints around analysis discussséction
6.5.3, only data frol’sMA PROquestiongroducingnumeric responses were considered.

Python packages used data import, shapinganalysisand visualiation are: Pandas matplotlib,
pyplot NumPy os re, glob, seaborn openpyxlandPingouin

7 Multivariate analysis

The multivariate analysis combines multiple sources of data to build regressors that predict self
reported outcomed.o run theanalysis, different sources of data are needed:

1 Demographics information is used as covariates and can be found in clinical data (UCAM
data). PROs assessed at baseline may also basisetariates

1 Digital featuregepresenting the five COls that wergractedautomaticallyfrom raw sensors
by WP4(raw data pregrocessing and feature extraction is detaileskiction6);

1 Weekly PROs (UCAM data);

1 E-diary questionnaires automatically extracted and cleaned from SMA rawsdat®1(6).
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Digital features are aggregated to maticsh PROs frequency (weekly aggregation to match weekly
PROs, daily or more detailed aggregation to match dailyreplirted outcomes) and features with

low coverage are removed from the analysis. A mapping betpasitipants and timestamps is
performed to gather all sources of data: covariates, aggregated digital measures from all COls, PROs
Dataset may be created on different time windeand match different types of PROs. They are saved

in a.CSVfile to be ugd in multivariate analysis.

7.1 General approach

A cross validation procedure is applied tbptits the dataset inta training set and test set. The
model is trained on the training set and its performance is assessed with the teeagedheoutd
crossvalidation pus one participant aside in the test sétthie dataset is stratified intofolds, the
stratification must preseevthe percentage of participants from each cohort within each group as much
as possible.

A feature selection is then applied on the training set. To remove redundancy between features, digital
features are clustered based on their pairwise correlatiottinWwach cluster, only the measure with
the highest correlation with the PRO is kept to build the model.

Features are normalized-iiorm) and missing data are imputed wiitie participantaveragevalue.
PRO values are transformed to get closer to a natis@ibution(e.g. boxcox transformation)

Different types of regressoeseinvestigatedsuchaslinear, ordinal, nodinear, and mixed-effects
regressorsAnalysis is performed on thetal population or on sugroups of participants, in particular
percohort or per group of cohorts

The python libraries required to perform the features selection stegipyestatsmodelspingouin

The crossvalidation procedure, the performance assessment of built models, and machine learning
models training steps are implemented uskigarnlibrary. Linear, ordinal, and nelimear mixed
models can also be investigated using R package$ andordinal.

7.2 Resources requirements

In the crossvalidation procedure, the feature selection may be computationally,hespaciallythe
computation of the pairwise correlation matrix when a lot of features are invotestlyif repeated
measures correlatn is computed. In future analysis, other methods to impute missing data (e.g.,
modetbased imputation) will be used that may require more resources.

For advanced analysis, implementing recurrent neural network directly on raw sensor data will require
GPUor TPU resources with large memory.

8 Requirements summary

As sections 6 and 7 indicate, the need for data processing of each COlst@pérelcharacteristics
of the dataHowever,there are some commonalities in the data handlihg.data analytics pipak
generally requirea variety of python packages poovide basic functionalities, such pesented in
table 4.

Table 5 summarizes the CGpecific data characteristics, features and needed libraries for the data
processing.
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Table4. The lasiclibraries and toolboxes needed in egiiase of the analysis pipeliireluding
multivariate analysis and machine learning methods

;LE
DM
—_— [

Data input Analytics Visualisation  Other
Pythonlibraries 0s, glob, re, zipfile, pandas,numpy, scipy, matplotlib, Sys, packaging
pathlib, Sys, pingouin, statsmodels seaborn datetime dateutil
packagingjson scikit-learn(sklearr)
Matlabtoolboxes Signal Processing

Statistics and Machin
Learning Apps

R Studio readxl Ime4, ordinal tidyvers,| ggplot2 Reticulate foreign,
nime dplyr, DHARMa,
olsrr, HLMdiag

Table5: Summary of COI datadypical features and needed libraries

Col Data Raw data Key Feature Feature Speciallibs
acquisition  rate Features time win  description

Daily Prompted | 4/day Fatigue, Subjective pytz

PROs Sleepiness, rating

Anxiety

Physiology | Evenly 125200 Hz HR, Resm, | 1min Peak hrvanalysis
sampledand R-to-R Daily detection, (neurokit2)
irregular Frequency

analysis

Activity Evenly 25100 Hz Steps 1min Movement OpenMovement

sampled Energy, SVM| Daily magnitude, UK  BioBank

stepdetection | Accelerometer,
GaitPy, tfresh,

GGIR(R)
Sleep Evenly Beds 110Hz | Sleep Q Nightly | Frequency itertools,
Sa”?p'ed. Dreem 250Hz| Sleep time analysis collections,
during night repeated
ZKOne 0.5Hz | RespR b sqlite
measure
WakeUps correlations
Social Phone ~50 Screentime | Daily Mean screer
usage/event! events/day time, app ID
appsage count
Cognitive | Prompted | 2/day DST Move | Daily Residuals
ment latency from linear
PVT time interpolation,
outs residual repeated
PVT time measures
outs, residual correlation
PVT Score analysis
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9 Appendix 11 IDEA-FAST Analytical Environment: User
Guide

This document provides guidelines for a user to:
1. Use the IDEAFASTanalytical environment to run customized computing scripts;

2. Use the builtin services of several popular computing tools, including MATLAB, Jupyter
and RStudio. A wekbased desktop GUI is also provided (Spyder is in progress).

Notice:
1. The Analytical Environment (AE) usesimpy to interact with the IDEA-FAST Data

Management Platform (DMP)Dmpyis a python wrapper of the Application
Programming Interfaces (APIs) of the DMP.

2. The Analytical Ervironment does not provide licenses for those services required (e.g.,
MATLAB). You need to activate such services with your own licenses (see below).

3. As ofthe date of this deliverable, he AE has noyet been formally releasd.

Login

Step 1: Go to the main page. Enter your username and password.

IDEAFAST Analytical Environment  Fi

IDEA,
FAST”

IDEAFAST analytical enviranment, your interactive HPC.

Message of the Day

10-02-2021 Matlab is now available
W insta

nnnnnn
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Create a job:
30AD pipbs#lidbBdéinpdBe® 11 OEA | AET DACAQ

IDEAFAST Analytical Environment / Job Composer  Jobs  Templates

Jobs
U (Job~ * Create Template
Job Details
=2 |
103
Job Name:
Show 25 v entries Search: 2 .
(default) Simple Sequential Job
Created If Name D Cluster Status Submit to:
October 20, 2021 (default) Simple 103 test Completed test
8:47pm Sequential Job
Account:
Showing 1 to 1 of 1 entries Previous Next Not specified

Script location:
/home/siyao/ondemand/data/sys/myjobs/projects/default/1
SC’IP( name:

main_job.sh

Folder Contents:
main_job.sh

slurm-102.out

Submit Script

main_job.sh

Script contents:

#1/bin/bash
# JOB HEADERS HERE

echo "Hello world"

>_ Open Terminal  Open Dir

In this page, you can vieadl submitted jobs and their details.

Step 2: Follow the instructions on this page to create a new job:
1. #1 EMewJo®d O AOAAOA A TAx ET A OOCGEITC T1TA 1T & ¢
a. From default template: run a default template to test if the AE works well;
b. From specified path: you need to specify the parameters of this job, see the figure
below;
c. From selected job: rerun an old job. To use this approach, you need to select an
old job from the job list first then create a new job. See the figure blow.
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IDEAFAST Analytical Environment / Job Composer  Jobs  Templates

initiative

(2] Help

Create a new job from a path

Path to source (Required)

Source path

Enter the path to a directory on the file system. The contents of this path will be copied to a new workflow.

Job Attributes (Optional)

Name
Script name
Cluster:

Account

Account is an optional field. If not set, the account may be auto-set by the submit filter

Reset Back
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IDEAFAST Analytical Environment / Job Composer  Jobs  Templates © Help

Job was successfully destroyed.

Jobs

+ New Job v ¥ Create Template

From Default Template )
Job Details
>_ Open Terminal
103

From Selected Job

Job Name:
Show 25 v entries Search: = 25
(default) Simple Sequential Job
Created I¥ Name D Cluster Status Submit to:
October 20, 2021 (default) Simple 103 test Completed test
8:47pm Sequential Job
Account:
Showing 1 to 1 of 1 entries Previous Next Not specified

Script location:
/home/siyao/ondemand/data/sys/myjobs/projects/default/1
Script name:

main_job.sh

Folder Contents:
main_job.sh

slurm-102.out

Submit Script

main_job.sh

Script contents:

#1/bin/bash
# JOB HEADERS HERE

echo "Hello world"

# Open Editor >_ Open Terminal 2 Open DIr

Youcan also customize your own template for further use.

2. Generally, you are not supposed to edit the scripts at this page; but we provide the
online-editing tools for you if necessary. Clic®/ B AT  %tAHE Boitaindof job details
to make any changes.
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Ihomelsiyaolondemand/datalsys/myjobs/projects/default/1/main_job.sh 12px vI SH \/I Solarized Light \/m

echo "Hello Worl

1
2
3
4
5

3. Go back to the job page. Select the job and cli®k3 O A itoEsdbit a job.

Check the status/results of a job:
30AD pqg 1T AAAE Olobs&CRdivelddbsdld DACA8 #1 EAE O

Step 2: Check the outputs based on your scripts. We use a script that simply outputs a sentence
and saved in a file. Go to the folder of the scripts and you can see the outputs there. You can
click the O & E latAh® top of this page to access the folder.
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